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Interests
• Dense Retrieval 

• XIR 

• Uncertainty Aware Models  

• Grounded Language Modeling 

• Manifold Learning for Neural LMs 

• Clinical Decision Support
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Cardiac Arrhythmia Localization  
via ECG Attractor Imaging 

Rudman et al. CinC 2022: ACQuA: Arrhythmia Classification with Quasi-Attractors



Some Examples



Multimodal Classification

Golovanevsky et al. JAMIA 2022: Multimodal Attention-based Deep Learning for Alzheimer's Disease Diagnosis



Health Outcome Disparities on the EHR

Garcia-Agundez et al. AMIA 2022: When BERT Fails - The Limits of EHR Classification



Generating Drug Leaflets

Meyer et al. Frontiers in Pharmacology 2023: Neural text Generation in Regulatory Medical Writing



Measuring System Explainability

Chen et al. under review: Evaluating Search Explainability with Psychometrics and Crowdsourcing 



Language Generation in a Code-switched World

Zhang et al. under review: CroCoSum A Benchmark Dataset for Cross-Lingual Code-Switched Summarization



Are Language Models World Models?

Merullo et al. ICLR 2023: Linearly Mapping from Image to Text Space



Grounding Language Models in Physics

Merullo et al. *SEM 2022: Pretraining on Interactions for Learning Grounded Affordance Representations



LLM Vector Arithmetics

Merullo et al. under review: Language Models Implement Simple Word2Vec-style Vector Arithmetic

• We find simple vector arithmetic in 
Transformers 

• 3 Models 

• GPT2 (124M) 

• GPT-J (6B) 

• Bloom (176B)



ZERO-SHOT DIAGNOSTIC DECISION SUPPORT



Misdiagnoses are bad



ML to the Rescue

• Golovanevsky et al. 2022: Alzheimers (92.28%)


• Delahanty et al. 2018: Sepsis (97%)


• Gulshan et al. 2016: Diabetic Retinopathy (99.1%)


• Rudman et al. 2022: Cardiac Arrhythmias (99.27%)


• …



ML to the Rescue

• Golovanevsky et al. 2022: Alzheimers (92.28%) [n= 2,384]


• Delahanty et al. 2018: Sepsis (97%) [n= 2,759,529]


• Gulshan et al. 2016: Diabetic Retinopathy (99.1%) [n= 128,175]


• Rudman et al. 2022: Cardiac Arrhythmias (99.27%) [n= 8,528]


• …



But only if you have the Data!



Sharing is …



Zero-shot Text Classification



Via Retrieval



Datasets
• PubMed


• 33M abstracts


• MIMIC III 


• 50,000 ICU encounters


• 2643 unique diagnoses


• 902 of them occur exactly once


• DC3


• 31 (difficult) case reports



Results I



Ensembling

• d: diagnosis


• e: encounter


• 𝜇: Dirichlet prior, median # of training examples per diagnosis


• |d|: # of training examples for diagnosis d

P ′(d, e) =
Ps(d, e) + µPu(d, e)

|d|+ µ



Results II



Reasons to Care

• The world is Zipfian


• Effective zero-shot approaches rely on structured information (KB triples)


• Unstructured data is abundantly available and growing fast


• Using unstructured collections for unsupervised learning unlocks 
considerable resources


• Next stop: Going beyond diagnostics



DISCUSSION


